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### Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Core 2</th>
<th>Pentium 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>m5</td>
<td>O3</td>
</tr>
<tr>
<td>Operating System</td>
<td>Linux 2.6.25</td>
<td>Linux 2.4.21</td>
</tr>
<tr>
<td>Tool Chain</td>
<td>gcc 4.1.3, icc 10.1</td>
<td>gcc 4.2.1</td>
</tr>
<tr>
<td>Measurement</td>
<td>papi-3.5.1 / perfmon-2.8</td>
<td>papi-3.0.8 / perfctr-5.2.16</td>
</tr>
<tr>
<td>Micro-architecture</td>
<td>Core</td>
<td>NetBurst</td>
</tr>
<tr>
<td>Clock Frequency</td>
<td>2.4 GHz</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>memory</td>
<td>8G</td>
<td>2G</td>
</tr>
<tr>
<td>L1</td>
<td>32K Ins., 32K Data</td>
<td>12K Ins. 8K Data</td>
</tr>
<tr>
<td>L2</td>
<td>128K Unified</td>
<td>512K Unified</td>
</tr>
<tr>
<td>L3</td>
<td>4096K</td>
<td>NA</td>
</tr>
<tr>
<td>TLB entries</td>
<td>512</td>
<td>64</td>
</tr>
</tbody>
</table>

3.3 Following best practices

With all aspects of our measurements we attempted to be as careful as possible. In other words, the measurement bias that we demonstrate later in the paper is present despite our following best practices.

- Except in the experiments where we add environment variables, we conducted our experiments in a minimal environment (i.e., we unset all environment variables that were inessential).
- We conducted all our experiments on minimally-loaded machines, used only local disks, and repeated each experiment multiple times to ensure that our data was representative and repeatable.
- We conducted our experiments on two different sets of hardware and (when possible) one simulator. This way we ensured that our data was not an artifact of the particular machine that we were using.
- Some Linux kernels (e.g., on our Core 2) randomize the starting address of the stack (for security purposes). This feature can make experiments hard to repeat and thus we disabled it for our experiments.

4. Measurement Bias is Significant and Commonplace

This section shows that measurement bias is significant and commonplace. By significant we mean that measurement bias is large enough to lead to incorrect conclusions. By commonplace we mean that it is not an isolated phenomenon but instead occurs for all benchmarks and architectures that we tried.

We quantify measurement bias with respect to the following question: how effective are the O3 optimizations in gcc? By "O3 optimizations" we mean optimizations that O3 introduces (i.e., it does not include optimizations that carry over from O2).

4.1 Measurement bias due to link order

We first show the measurement bias due to link order for all benchmarks and then discuss one potential cause for it on one benchmark.

#### (a) Perlbench

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Link Order</th>
<th>Speedup (O2) / Speedup (O3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gcc</td>
<td>default</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>alphabetical</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>random</td>
<td>1.05</td>
</tr>
</tbody>
</table>

#### (b) All Benchmarks

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Link Order</th>
<th>Speedup (O2) / Speedup (O3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gcc</td>
<td>default</td>
<td>0.95</td>
</tr>
<tr>
<td>libquantum</td>
<td>alphabetical</td>
<td>1.00</td>
</tr>
<tr>
<td>perlbench</td>
<td>random</td>
<td>1.10</td>
</tr>
<tr>
<td>bzip2</td>
<td>default</td>
<td>1.00</td>
</tr>
<tr>
<td>h264ref</td>
<td>alphabetical</td>
<td>1.05</td>
</tr>
<tr>
<td>mcf</td>
<td>random</td>
<td>1.10</td>
</tr>
<tr>
<td>gobmk</td>
<td>default</td>
<td>1.00</td>
</tr>
<tr>
<td>hammer</td>
<td>alphabetical</td>
<td>1.05</td>
</tr>
<tr>
<td>sjeng</td>
<td>random</td>
<td>1.10</td>
</tr>
<tr>
<td>sphinx</td>
<td>default</td>
<td>1.00</td>
</tr>
<tr>
<td>milc</td>
<td>alphabetical</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Figure 2. The effect of link order on Core 2.
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Step 4
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Choose measurement methodology

*Existing metric (MMU) inadequate*
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Step 5
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<table>
<thead>
<tr>
<th>Task</th>
<th>Man/Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental platform</td>
<td>21</td>
</tr>
<tr>
<td>Benchmark</td>
<td>2</td>
</tr>
<tr>
<td>Implementing basic techniques</td>
<td>2</td>
</tr>
<tr>
<td>Reproduction of state-of-the-art +measurement methodology</td>
<td>3</td>
</tr>
<tr>
<td>Implementing novel algorithm</td>
<td>0.6</td>
</tr>
</tbody>
</table>
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The Correspondence Principle for Idempotent Calculus and some Computer Applications

Grigorii L. Litvinov and Victor P. Maslov

1 Introduction

There is a correspondence between important, useful and interesting constructions and results over the field of real (or complex) numbers and similar constructions and results over idempotent semirings, in the spirit of the Correspondence Principle in Quantum Mechanics. Analogies for some basic ideas, constructions and results in Functional Analysis and Mathematical Physics are discussed from this point of view. Thus the Correspondence Principle is a powerful heuristic tool to apply unexpected analogies and ideas borrowed from different areas of Mathematics and Theoretical Physics.

It is very important that some problems appearing in the traditional context of Functional Analysis can be transferred and then studied (semi-)rigorously in a suitable setting. This linearity conceptually simplifies the explicit construction of solutions. In this case we have a natural analogy of the so-called representation principle in Quantum Mechanics [1] (5).

The theory is well advanced and includes, in particular, some integration theory, some linear algebra, spectral theory and functional analysis. Application domains include, not only the recent development of the fuzzy setting, but also the optimization problems in graph theory, optimization with a large parameter uncertainty problem, optimal design of computer programs and computer media, optimal identification of parallel data processing, dynamic programmin, discrete event systems, computer networks, discrete mathematics, radiography, biology and many other applications of these ideas in mathematical physics and biology [19] [52].

In this paper we present a new approach to developing an approach to object-oriented software and hardware design for algorithms of displacement calculi and accurate calculations. In particular, there is a regular method for constructing such programs and theoretical schemes intended for an implementation of basic algorithms of displacement calculi and mathematical physics
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Abstract: TreatJS is a language embedded, higher-order contract system for JavaScript which enforces contracts by run-time monitoring. Beyond providing the standard abstractions for building higher-order contracts (base, function, and object contracts), TreatJS’s novel contributions are its guarantee of non-interacting contract execution, its automatic approach to blame assignment, its support for contracts in the style of unions and intersection types, and its notion of a parameterized contract scope, which is the building block for composable run-time generated contracts that generalize dependent function contracts.

Scope: TreatJS is implemented as a library so that all aspects of a contract can be specified using the full JavaScript language. The library relies on JavaScript promises to guarantee full interoperability for contracts. It further exploits JavaScript’s reflexive feature to run contracts in a sandbox environment, which guarantees that the execution of contract code does not modify the application state. No source code transformation or change in the JavaScript run-time system is required.
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1 Scope
The artifact is designed to support reproducibility of all the experiments of the companion paper, allowing users to test the contract system on a variety of benchmarks. In particular, it allows to include TreatJS in existing JavaScript code, to specify contracts by plain JavaScript functions, to construct contracts by an unrestricted combination of other contracts, and to enforce contracts in all contexts of use.

2 Content
The artifact package includes:
- the main source of TreatJS;
- a set of test cases to examine the feature of the contract system;
- modified version of the Google Octane 2.0 benchmark suite;
- detailed instructions for using the artifact, provided as an index.html file.
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Abstract
TreatJS is a language embedded, higher-order contract system for JavaScript which enforces contracts by run-time monitoring. Beyond providing the standard abstractions for building higher-order contracts (i.e., function, and object contractual, TreatJS’s novel contributions are its guarantee of non-interfering contract execution, its systematic approach to blame assignment, its support for contracts in the style of union and intersection types, and its notion of a parameterized contract scope, which is the building block for composable run-time generated contracts that generalize dependent function contracts.

TreatJS is implemented as a library so that all aspects of a contract can be specified using the full JavaScript language. The library relies on JavaScript proxies to guarantee full enforcement of contracts. It further exploits JavaScript’s reflective features to run contracts in a sandbox environment, which guarantees that the execution of contract code does not modify the application state. No source code transformation or change in the JavaScript run-time system is required. The impact of contracts on execution speed is evaluated using the Google Octane benchmark.
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1 Introduction
A contract specifies the interface of a software component by stating obligations and benefits for the component’s users. Customary contracts comprise invariants for objects and components as well as pre- and postconditions for individual methods. Prima facie such contracts may be specified using straightforward assertions. But further contract constructions are needed for contemporary languages with first-class functions and other advanced abstractions. These facilities require higher-order contracts as well as ways to dynamically construct contracts that depend on run-time values.

Software contracts were introduced with Meyer’s Design By Contract® methodology [39] that stipulates the specification of contracts for all components of a program and the monitoring of these contracts while the program is running. Since then, the contract idea has taken off and systems for contract monitoring are available for many languages [33, 1, 37, 12, 19, 11, 19] and with a wealth of features [30, 31, 7, 20, 40, 18, 2]. Contracts are particularly important for dynamically typed languages as these languages only provide memory safety and dynamic type safety. Hence, it does not come as a surprise that higher-order contract systems developed for Scheme and Racket [24], and TreatJS need to be implemented under the Creative Commons licence CC-BY (Creative Commons Attribution).
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